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Abstract. Recently, the on-board cameras of the unmanned aerial vehi-
cles are widely used for remote sensing and active visual surveillance.
Compared to a conventional single aerial on-board camera, the multi-
camera system with limited or non-overlapping field of views (FoVs)
could make full use the FoVs and would therefore capture more visual
information simultaneously, benefiting various aerial vision applications.
However, the lack of common FoVs makes it difficult to adopt conven-
tional calibration approaches. In this paper, a metric calibration method
for aerial on-board multiple non-overlapping cameras is proposed. Firstly,
based on the visual consistency of a static scene, pixel correspondence
among different frames obtained from the moving non-overlapping cam-
eras are established and are utilized to estimate the relative poses via
structure from motion. The extrinsic parameters of non-overlapping cam-
eras is then computed up to an unknown scale. Secondly, by aligning
the linear acceleration differentiated from visual estimated poses and
that obtained from inertial measurements, the metric scale factor is esti-
mated. Neither checkerboard nor calibration pattern is needed for the
proposed method. Experiments of real aerial and industrial on-board
non-overlapping cameras calibrations are conducted. The average rota-
tional error is less than 0.2◦, the average translational error is less than
0.015 m, which shows the accuracy of the proposed approach.
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1 Introduction

With the continuous development of unmanned aerial vehicle (UAV) and aerial
photography technology, various aerial vision applications have been developed.
The mobility and the ability of active surveillance make the UAV a good platform
for remote sensing, object detection and tracking. In applications like visual
surveillance, a larger FoV of the on-board camera would enhance the performance
of the algorithm. Monocular large FoV cameras such as the fish-eye camera
usually have severe distortions, which may change the appearance of the object
and hence affect the performance in object detection or tracking. Recently, multi-
camera system with limited or non-overlapping FoVs are becoming popular in
the virtual reality community [5]. Compared to a monocular system, multiple
non-overlapping cameras would have more FoVs. Besides, fewer cameras would
be used in such a system compared to the conventional multi-view system with
common FoVs. The reduced weight and power consumption of the multiple non-
overlapping cameras system make it suitable for on-board equipment for the
UAV. Figure 1(a) illustrates a self-build aerial on-board non-overlapping camera
system with 4 cameras. With a carefully designed 3D-printed bracket, the entire
system can be easily mounted on a UAV (red dashed bounding box in Fig. 1(a)).
The total weight of the system is around 160 grams. Figure 1(b) gives the images
captured from the system. It can be seen in Fig. 1 that there is no common FoV
between adjacent cameras in the system.

(a) (b)

Fig. 1. The aerial on-board non-overlapping camera system and its captured images.
(a) A self-build non-overlapping camera system on a UAV. (b) Images of a parking
lot captured from the non-overlapping camera system (Color figure online)

In many vision applications, accurate calibration of the visual system is
important to the performance of algorithms. Conventional multi-view system
can either be extrinsically calibrated from Zhang’s method [23] or from self cal-
ibration method [20] using calibration object in the common FoV. However,
for a system with multiple non-overlapping cameras, such approaches are diffi-
cult to adopt due to the non-overlapping FoVs. In order to calibrate the rela-
tive poses of the non-overlapping cameras, different approaches are proposed to
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establish the pixel correspondences among images with limited or no common
FoVs. Some of these approaches would rely extra cooperative calibration objects
like a mirror [10,19], multiple checkerboards [9,12,18,22], or designed planar
patterns [7,8,11,21]. Other methods are usually based on moving camera pose
estimation techniques like structure from motion [17]. However, moving camera
based approaches [14,15,24] usually suffers from the lack of metric information,
i.e., the physical distance in the real world. The scale ambiguity motivates us to
seek a metric calibration approach for multiple non-overlapping cameras.

In this paper, we intend to solve the metric calibration problem of the UAV
on-board multiple non-overlapping cameras, that is, the estimation of the relative
rotations and translations in metric scale between each cameras and one selected
reference camera in the system. A novel visual and inertial data based multiple
non-overlapping cameras metric calibration is proposed. By jointly moving the
entire system and capturing image sequence of a static scene, the correspon-
dences between 2D pixel locations of feature points and 3D scene points are
established. The camera pose of each image can be estimated via solving the
perspective-n-point problem. To solve the scale ambiguity problem in the esti-
mated poses, we make use the UAV on-broad inertial measurement unit (IMU) to
estimate the metric scale factor. Real experimental results of two different multi-
ple non-overlapping cameras systems quantitatively demonstrates the accuracy
of the proposed calibration method, which are comparable with the multiple
checkerboards based approaches. The metric scale estimation accuracy is fur-
ther quantitatively verified in object 3D reconstruction experiments.

2 Related Works

In the literature, the calibration for multiple camera system with limited or no
common FoVs can be roughly grouped into two categories, namely cooperative
calibration objects based methods and moving cameras based methods.

Early work in [9] utilizes a 3D object with known geometry to estimate the rel-
ative poses among multiple cameras. Compared to the carefully designed and fine
3D objects, more commonly used objects in the multiple non-overlapping cameras
calibration procedures are the planar checkerboards [9,12,18,22] or designed pat-
terns [7,8,11,21]. Liu et al. [12] propose a method to calibrate the non-overlapping
cameras using a compound object consisting of two unknown geometry of checker-
boards. Yin et al. [22] introduce an extrinsic calibration method of non-overlapping
cameras by solving linear independent equations. By moving the multi-camera sys-
tem at least twice, enough constraints can be established. The rotations and trans-
lations are optimized separately. For pattern based approaches, Li et al. [11] pro-
pose a feature descriptor-based calibration pattern, which contains more features
of varying scales than checkerboards. Pattens can be recognized and localized even
if the pattern is partially observed. Xing et al. [21] design a patten with different
types of identity tags or textures in the blank regions of a checkerboard, which
also allows calibrations with partially observed patterns. To overcome the prob-
lem of non-overlapping FoVs, mirrors are also used for calibration [10,19], which
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allows cameras to observe the calibration object via reflection. However, sophisti-
cated light path designs are usually needed for these mirror based systems, which
restricts the flexibility of the calibration.

Multi-camera calibration based on moving camera method are inspired by
Gaspi and Irani [6], which assumes that the lack of common FoV can be com-
pensated by the movements of cameras. In the literature, structure from motion
(SfM) has been used to calibrate multiple camera systems [14,15,24]. Zhu et
al. [24] extends the single-pair hand-eye calibration used in robotics to multi-
camera systems. By utilizing the planar structures in the scene, a plane-SfM is
proposed for multiple non-overlapping cameras. High-precision measuring device
or specially designed calibration objects are not needed in these approaches.
However, because the decomposition of epipolar matrix can only estimate the
relative translations between two cameras up to an unknown scale, SfM based
approaches usually suffers a scale ambiguity.

3 Metric Calibration Based on Visual and Inertial
Measurement Data

3.1 Notation and Problem Formulation

To formally describe the proposed approach, we first introduce coordinate sys-
tems utilized in our work. Suppose that n cameras C1, C2, . . . , Cn and an IMU
are rigidly connected in the non-overlapping camera system. During the cali-
bration procedure, the system is jointly moving. Ci,t denotes the local camera
coordinate system of camera Ci at time t, It is the inertial coordinate system at
time t. We use W to denote the world coordinate system of a static 3D scene.

A notation system of superscripts and subscripts is used for denoting vectors,
the relative rotation and translation between different coordinate systems. Vectors
in coordinate system A is denoted by the superscripts, and a time varying vector
is denoted by a subscripts t. For example, PA is the coordinates of a 3D point P
in coordinate system A, vA

t is a time varying vector in A. Suppose PA,PB are
the coordinates of a 3D point P in coordinate system A and B, respectively, we
would havePB = RB

APA+tB
A . RB

A , tB
A denote the relative rotation and translation,

respectively. If the relative poses are time varying, a subscripts t would be used.
To avoid abuses in notation of t, all translations are in bold.

Without loss of generality, one camera of the multiple non-overlapping cam-
era system can be selected as the reference camera Cref . The objective of the
calibration approach is to estimate {RCi

Cref
, tCi

Cref
|i = 1, 2, . . . , n}. For a metric

calibration, the metric scaled translation tCi

Cref
, which denotes the physical dis-

tances in metres, should be estimated. The metric scale factor is denoted as s.
An overview of the proposed method is illustrated in Fig. 2.

3.2 Relative Pose Estimation via Structure from Motion

For the non-overlapping camera systems, the lack of common FoV make it dif-
ficult to find pixel correspondences between two views, resulting in difficulty of
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Fig. 2. Calibration framework of the proposed approach. The relative poses of the n
cameras are estimated via SfM and global bundle adjustment. The scale ambiguity is
then solved by aligning visual and inertial linear accelerations.

direct relative pose estimation. The relative rotation and translation estimation
in this section is based on structure from motion, which estimates the poses of
moving cameras and sparse scene points 3D locations from unordered images.

It can be assumed that the intrinsic parameters of each non-overlapping
cameras are pre-calibrated and the cameras are synchronized. By jointly moving
the entire system and observing a static scene, a series of images from different
cameras at different times are captured, which form the input for SfM. First,
image features like SIFT are extracted and matched on these images to find
correspondences between images. By geometrically verifying images pairs via
planar homography or epipolar geometry, a scene graph can be constructed.
Images are the nodes and verified image pairs are the edges. By selecting two
nodes, a series of 3D scene points can be initialized by stereo reconstruction.
Other images are then incrementally added and registered to the reconstructed
scene from the 2D-3D correspondences. New scene points can be added by solving
the triangulation problem. Finally, a global bundle adjustment is preformed by
minimizing the re-projection error of all M feature pixels among all images:

Erepj =
M∑

m=1

||π(Ki, R
Ci,k

W , tCi,k

W ,XW
j ) − xm||2, (1)

where π(Ki, R
Ci,k

W , tCi,k

W ,XW
j ) is the function to project 3D points XW

j to camera
Ci at time k. xm is the actual pixel location that corresponding to the projection.
After the optimization, the camera poses of the input images can be estimated.

Based on SfM, the poses of multiple cameras (n in total) in the system at
different time (t in total) can be estimated with respect to the world coordinate
system W , which are denoted by {RCi,k

W , tCi,k

W |i = 1, 2, . . . , n, k = 1, 2, . . . , t}.
Thus, the relative pose between camera Ci and Cref at time k, RCi,k

Cref,k
, tCi,k

Cref,k
,

can be calculated by

R
Ci,k

Cref,k
= R

Cref,k

W

(
R

Ci,k

W

)−1

, (2)

tCi,k

Cref,k
= tCref,k

W − R
Ci,k

Cref,k
tCi,k

W . (3)
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Because that cameras in the non-overlapping system are rigidly connected,
it can be assumed that {RCi,k

Cref,k
, tCi,k

Cref,k
|k = 1, 2, . . . , t} at different time are

constant. Thus, the final estimation of RCi

Cref
, tCi

Cref
could be obtained by aver-

aging t estimations at different times. Similar procedure is performed to obtain
{RCi

Cref
, tCi

Cref
|i = 1, 2, . . . , n}. It should be noted that there would be a scale

ambiguity in the estimated relative translations, which will be solved in the next
subsection.

3.3 Inertial Measurement Data Based Metric Scale Factor
Estimation

Based on SfM, the relative translations {tCi

Cref
|i = 1, 2, . . . , n} are determined

up to an unknown scale. To complete the metric calibration, the metric scale
factor, which corresponds to the physical distances of {tCi

Cref
|i = 1, 2, . . . , n},

should be estimated. Although in some recent approaches, physical size of the
checkerboard squares [22] can be used for computing the metric scale factor, we
plan to solve the scale ambiguity in a pattern-free way. Our scale estimation
procedure is based on Mustaniemi et al.’s approach [13], which optimizes the
scale factor to align the acceleration obtained from differentiated visual poses
and that from the IMU.

The linear acceleration of the system can be obtained in two ways. One
can subtract the gravity vector from the raw accelerometer readings to obtain
the linear acceleration in I. It is denoted by iaI

t . In the meanwhile, since the
entire system is rigid, it can be assumed that the linear acceleration of the
system is the same with that of one selected camera, say camera Ci. Hence, by
differentiating the time varying positions of Ci in W , i.e., {tW

Ci,k
, |k = 1, 2, . . . , t}

twice, the linear acceleration in W can be computed. Which is denoted by vaW
t .

Considering the fact that noises in camera position are amplified, Rauch-Tung-
Striebel smoother [16] is used when performing the double differentiation [13].
Note that there would usually be a scale ambiguity between iaI

t and vaW
t . By

aligning the two linear accelerations, the metric scale factor can be estimated.
Assuming N linear accelerations are measured in total, the objective function
for scale factor estimation can be defined as

arg min
s

N∑

t=1

||sRCi

W,tva
W
t − RCi

I iaI
t ||2, (4)

where RCi

W,t is the time varying rotation between W and Ci, RCi

I the relative
rotation between I and Ci.

The two accelerations in Eq. (4) are usually not temporally aligned. To esti-
mated RCi

I and the time offset td, an objective function can be defined as

arg min
R

Ci
I ,b

Ci
ω ,td

N∑

t=1

||vωCi
t − RCi

I iωI
t−td

+ bCi
ω ||2, (5)
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where vω and iω are the angular velocity obtained from visual rotation differ-
entiation and gyroscope, respectively. Since the outputs of a real gyroscope or
a real accelerometer are usually biased, the gyroscope bias bCi

ω in Ci is also
estimated. Based on the time offset, Eq. (4) can be written as

arg min
s,b

Ci
a

N∑

t=1

||sRCi

W,tva
W
t −RCi

I iaI
t−td

+ bCi
a ||2, (6)

where bCi
a denotes the accelerometer bias in Ci. In practice, the optimization in

Eq. (5) is minimized using alternating optimization. Equation (6) is optimized
in frequency domain. A more formal description of the implementation is given
in [13]. After the estimation of metric scale factor s, we amplify the relative
translations of {tCi

Cref
|i = 1, 2, . . . , n} by s, and completes the metric calibration.

4 Experimental Results

In this section, we describe the details of the experiments to verify the accu-
racy of the proposed approach. First, we give the details of the two multiple
non-overlapping cameras systems, together with the IMU system. Quantitative
evaluations of the metric calibration results of the two systems are then given.
Finally, the metric scale estimation is quantitatively evaluated via object 3D
reconstruction.

4.1 Equipment

In order to verify the feasibility and accuracy of the proposed approach, an aerial
non-overlapping camera system is designed and constructed. We also build a non-
overlapping camera system based on industrial cameras for further verification
of the calibration accuracy.

The aerial non-overlapping cameras system includes four embedded cam-
eras, an image synchronization board, a Raspberry Pi, and a 3D-printed camera
bracket. The entire system is shown in Fig. 3(a). The orientation of the four cam-
eras are carefully designed so that there are no common FoVs between adjacent
cameras. For the embedded cameras, we use OV9281 with a resolution of 1280 ×
800 pixels. An Arducam four-lens camera capture board [1] is used for synchro-
nization. For the IMU system, we directly adopt the MPU6000 chip integrated
in the Pixhawk4 UAV flight controller (Fig. 3(b)) [4]. The acquisition frame rate
of non-overlapping cameras in this system is designed to be 20 frame per second
(FPS), while the acquisition frequency of the IMU 100 Hz. It should be noted
that we do not perform the synchronization between the cameras and the IMU.
The captured images and the inertial data are saved using a Raspberry Pi. The
total weight of the system is around 160 g, and the power supply of the system
are directly from the UAV batteries. It is convenient to adopt the system to
another UAV platform.
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(a) (b) (c)

Fig. 3. Equipment used in the experiment. (a) The aerial on-board non-overlapping
camera system. (b) Pixhawk 4 UAV flight controller, the IMU chip provides the inertial
data for both of the two system. (c) Industrial cameras based non-overlapping camera
system.

For the industrial camera based system, we choose to use the Daheng MER-
131-75GM cameras [2]. The system is shown in Fig. 3(c), in which 3 cameras
are pointing at different angles for a non-overlapping FoV. The resolution of the
captured image is 1280 × 1024 pixels and the frame rate is 20. A STM32ZET6
MCU is used for hardware based synchronization. We also use the IMU in Pix-
hawk UAV flight controller in this system, with an acquisition frequency 100 Hz.
The captured images and inertial data are uploaded to a PC station for further
calibration.

4.2 Metric Calibration of the Aerial On-Board Non-overlapping
Camera System

In this experiment, our goal is to quantitatively evaluate the accuracy of the
proposed metric calibration method. We apply the proposed approach to the
aerial on-board non-overlapping camera system mentioned in Sec. 4.1. Since
there are 4 cameras in total in the system, we choose one of them as the reference
camera. The relative rotations and translations of all the other 3 cameras are
estimated w.r.t the reference camera. We name the three camera as camera #1
to #3.

To quantitatively evaluate the accuracy of the calibration, we also perform
a multiple camera based approach to obtain the ground truth of the relative
rotation and metric translations. Figure 4(a) gives the details when obtaining
the ground truth. By using a global camera Cglobal, which shares common FoV
with both camera C1 and Cref , two checkerboards can be used to obtain the
relative poses between C1 and Cglobal, and that between Cref and Cglobal. Then
the relative pose between C1 and Cref can be obtained via coordinate trans-
forms and we perform a bundle adjustment to optimize the relative poses. By
utilizing multiple checkerboards, the ground truth of the relative poses between
all cameras and the reference camera can be obtained.

Table 1 shows the quantitative evaluation of the metric calibration results for
aerial on-board non-overlapping camera system. For each row, the roll angle, yaw
angle and pitch angle of the relative orientations between camera {Ci|i = 1, 2, 3}
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Fig. 4. Calibration results for aerial on-board non-overlapping camera system. (a)
procedure for obtaining the ground truth (b) metric calibration results in run #1.
(Color figure online)

and the reference camera Cref is given in degree. The relative translations is
given along X, Y and Z axes in metres. We run 3 different calibrations for
the same system. The calibration results, together with the ground truth values
are given. It can be seen that the average rotational error is less that 0.2◦ and
the average translational error is less than 0.015 m. Figure 4(b) illustrates the
comparison between ground truth relative poses (in red color) and the estimated
ones in run #1 (in blue color). Please note that in both Table 1 and Fig. 4(b),
the errors in scale of the estimated translations and the ground truth are small,
which shows the accuracy of the metric scale estimation.

Table 1. Estimated relative orientations and positions of different cameras w.r.t the
reference camera in the aerial on-board non-overlapping camera system.

Approaches camera roll (◦) yaw (◦) pitch (◦) tx (m) ty (m) tz (m)

Ground #1 44.6052 44.9146 −1.4001 0.0283 −0.0425 −0.0364

truth #2 90.1890 −1.4332 88.6350 0.0532 −0.0027 −0.0672

values #3 54.7661 29.1199 124.2423 0.0217 0.0411 −0.0389

Proposed #1 44.5014 44.9908 −1.3208 0.0342 −0.0402 −0.0332

run #1 #2 90.2865 −1.4905 88.8299 0.0535 0.0085 −0.0640

#3 54.8420 29.0332 124.6838 0.0203 0.0462 −0.0325

Proposed #1 44.6957 45.0860 −1.3637 0.0298 0.0337 −0.0415

run #2 #2 90.4184 −1.416 88.7724 0.0566 0.0087 −0.0643

#3 55.1482 28.8704 124.6518 0.0197 0.0445 −0.0316

Proposed #1 44.5544 44.8269 −1.2525 0.0231 −0.0483 −0.0306

run #3 #2 90.1434 −1.3628 88.7618 0.0531 −0.0025 −0.0654

#3 54.9328 29.1326 124.2975 0.0181 0.0353 −0.032

Average error 0.1380 0.0921 0.1810 0.0026 0.0135 0.0047
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4.3 Metric Calibration of an Industrial Non-overlapping Camera
System

To further evaluate the performances of the proposed method on different cam-
era systems, we apply the propose approach to the industrial cameras based
non-overlapping camera system mentioned in Sect. 4.1. Multiple checkerboards
based approach that is similar with that in Sect. 4.2 is conducted for obtaining
the ground truth. In this experiment, we run the calibration for 2 different times.
Table 2 gives the quantitative evaluations of the metric calibration results. It can
be seen that the average rotational error is less than 0.05◦, and the average trans-
lational error is less than 0.005 metres. From the comparison between Table 1
and Table 2, it can be seen that cameras with a higher resolution (1280 × 1024
pixels in Table 2 v.s. 1280×800 pixels in Table 1) would have a calibration result
with less errors. Besides, the proposed method can be applied to different non-
overlapping camera systems with a reasonable accuracy.

Table 2. Estimated relative orientations and positions of different cameras w.r.t the
reference camera in the industrial non-overlapping camera system.

Approaches camera roll (◦) yaw (◦) pitch (◦) tx (m) ty (m) tz (m)

Ground #1 2.1209 14.3206 0.8938 0.0147 −0.0581 −0.0148

truth values #2 3.0223 35.1218 2.1217 0.0252 −0.1075 −0.0252

Proposed #1 2.0896 14.2859 0.8889 0.0174 −0.0557 −0.0102

run #1 #2 2.9402 35.1025 2.1134 0.0237 −0.1047 −0.0237

Proposed #1 2.1076 14.2665 0.8773 0.0198 −0.0617 −0.0198

run #2 #2 2.9507 35.0922 2.0832 0.0317 −0.1161 −0.0215

Average error 0.0496 0.0344 0.0170 0.0040 0.0043 0.0037

4.4 Experiments of Applications for Object Metric 3D
Reconstruction

Because the metric relative translations are estimated, one can obtain a metric
reconstruction of scene objects purely based on images from the systems. No
external metric sensors, such as the depth sensor or the inertial sensor, is needed
in the metric reconstruction.

In this experiment, we give a quantitatively evaluation of the metric scale
in this application. We place 3 different boxes in a static scene (Fig. 5(a)). By
moving the on-board non-overlapping cameras and observing several static scene
objects, a dense 3D reconstruction can be obtained via SfM [17] (Fig. 5(b)). The
length of a object in the scene can be obtained using Meshlab [3] (Fig. 5(c)).
Based on the metric scale estimated from the proposed method, the 3D recon-
struction can be scaled to the physical scale. We compare the estimated object
length with the ground truth length obtained from a ruler (Fig. 5(c)). Table 3
gives the quantitative evaluation of the estimated object lengths or widths in
metres. It can be seen that the errors are all less than 2%, which shows the
accuracy of the estimated metric scale factor in the proposed approach.
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Table 3. Quantitative evaluation of the metric 3D reconstruction on 3 different scene
objects. The scale factor is 0.1713 in this experiment.

Object Ruler (m) Reconstructed Estimated (m) Error

#1 Length 0.7050 4.1589 0.7124 1.06%

Width 0.5190 3.0546 0.5233 0.81%

#2 Length 0.3110 1.8062 0.3094 0.35%

Width 0.1950 1.1508 0.1971 1.34%

#3 Length 0.6720 3.9714 0.6803 1.20%

Width 0.1650 0.9496 0.1627 1.51%

(a) (b)

(c)

Fig. 5. Results of applications for object metric 3D reconstruction. (a) A static scene
with 3 boxes. (b) Reconstructed point cloud. (c) Length and width of object #2
obtained from both rulers and the point clouds.

5 Conclusions

In this work, a novel metric calibration method for aerial on-board multiple non-
overlapping cameras is proposed. The 3D geometry and consistence of a static
scene is utilized to establish the pixel correspondences between non-overlapping
cameras. To overcome the scale problem in SfM based pose estimation, the iner-
tial measurement data is used for estimate the metric scale. Real experiment
of both aerial on-board and industrial camera based non-overlapping camera
systems shows the accuracy of our approach. No calibration object is used dur-
ing the calibration procedure. In the future work, we would like to consider the
application of aerial non-overlapping cameras for remote sensing, metric scene
reconstruction, and active object detections.
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