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Abstract—Recently, the technique of virtual reality has drawn great attention from both academics and industry fields. In many VR applications, the time-varying orientations and the positions of the VR headset are needed, where the technique of simultaneous localization and mapping (SLAM) can be applied. While great progress has been made in vision-based SLAM algorithms and systems in the recent two decades, the problem of visual SLAM in dynamic environments with moving objects is still unaddressed. In this paper, a static key-point detection approach is proposed based on optical flow feature clustering and potential moving region detection and is utilized for RGB-D SLAM in a dynamic environment. Firstly, considering the fact that there could be multiple moving objects in the scene, an optical flow feature is designed to cluster the multiple motion patterns in the scene. Secondly, an ultra-lightweight object detection network is utilized to detect potential moving regions in the scene, without using GPU resources. Finally, by utilizing the key-point clustering and potential moving regions detection, the static key-points are detected and inputted into the key-point-based visual SLAM methods. The proposed approach is easy to insert as a pre-processing module in various key-point based visual SLAM systems. Extensive experimental results with qualitative and quantitative evaluations have demonstrated the performance with satisfactory accuracy of the proposed approach in various challenging dynamic scene scenarios.

Index Terms—Simultaneous localization and mapping (SLAM), static key-points detection, object detection, optical flow.

I. INTRODUCTION

In the past few years, virtual reality (VR) has been extensively investigated, because VR would change the way humans work and have fun. An increasing number of companies are using the in-outside tracking method to achieve VR headset position tracking instead of the outside-in method [1], [2]. The main reason is that outside-in tracking requires an external device to capture the location of the VR headset, which limits the VR device to a small space, while in-outside tracking only requires the camera to observe the environment and use SLAM to localise the device. In-outside tracking can improve the convenience of VR headset, but need to solve the problem of SLAM tracking accuracy in complex environments.

Visual SLAM has been developed significantly in recent years and can achieve good localization accuracy in most structured or static scenes [3]–[6], but there are still many challenges for complex scenes, especially those containing dynamic objects. Most of the current visual SLAM assumes that the environment is static, all key-points detected in the scene would be used for pose estimation. However, dynamic objects, such as moving people, are inevitable in the real world, and the use of key-points associated with dynamic objects will result in serious pose estimation errors and bad SLAM performances.

To address the above mentioned issue, it is necessary to identify the dynamic objects from the static parts and discard them before pose estimation. In the literature [7]–[10], semantic segmentation is used by many researchers as a pre-processing stage to filter out data related to dynamic objects. However, the high computational power, for example, high end GPUs, is usually required for semantic segmentation, and is not supported by mobile devices such as VR headset.

In this paper, a static key-point detection approach based on optical flow feature clustering and potential moving region detection is proposed, which is integrated into the front-end of the ORB-SLAM2 [4] to build a complete SLAM system that is able to obtain better pose accuracy in dynamic scenes.

The main contributions of this paper include:

- A static key-point detection algorithm based on optical flow feature clustering and potential moving region detection is proposed in this paper, which can be integrated into most SLAM system that uses sparse key-points in the front-end.
- An ultra-lightweight object detection algorithm is utilized to filter potential motion objects, and no GPU is required.
in the proposed method, which reduces computational cost in practical applications.

The proposed algorithm is inserted into the front-end of ORB-SLAM2 [4] and is evaluated on the TUM RGBD dataset. Experimental results with quantitative evaluation demonstrate that the proposed method can significantly improve the localization accuracy of the SLAM in dynamic environment.

The rest of this article is organized as follows. Section II is an overview of the development of SLAM and SLAM in dynamic environment in recent years. Then the framework and details of the proposed algorithm, including key-point optical flow feature clustering and static key-point detection, are given in section III. Subsequently, section IV provides qualitative and quantitative results of performance of the proposed method both on TUM RGB-D dataset. Finally, a brief conclusion is given in section V.

II. RELATED WORK

A. Visual SLAM

Visual SLAM is widely investigated, because of the convenience and low cost of the cameras. In early works [11] of pure visual information based SLAM approaches, salient image patches are served as the feature regions in the front end. An EKF framework is build for camera pose estimation in MonoSLAM [11]. For a large environment, since number of image feature and the state vector size in the EKF is large, the real time performance are affected. In order to deal with the computational load problem and with the help of multi-thread programming, the two main problems in SLAM, which are the motion tracking and map building, are simultaneously performed in PTAM [12]. The separated multi-threading framework are then widely used in modern visual SLAM approaches. Based on the multi-threading framework of PTAM, the real time and robustness performance of SLAM is highly improved in ORB-SLAM [3]. In the tracking thread or the front-end, The rotation invariant binary ORB feature [13] are used, which reduce the computational load in feature extraction and matching. In ORB-SLAM2 [4], the depth information of each feature points can be directly triangulated (stereo camera) or obtained (RGB-D camera), which increases the robustness in SLAM performance. The ORB-SLAM family get a important improvement in [5], which incorporates the input of inertial sensors for a more robust SLAM approach.

B. Visual SLAM in dynamic environments

The methods mentioned in subsection II-A assume that the environment is stationary, which would work well in most static scenarios. The method based on scenario static assumption needs to be combined with a new algorithm to work properly in dynamic scenarios.

Kundu et al. [14] detect dynamic key-points by defining an epipolar geometry constraint that states that the matching point in the subsequent view should lie on the corresponding pole line, and if the tracked feature is too far from the pole line, it is likely to be a dynamic key-point. Dai et al. [15] present a priori based on static object geometry in a feature-based SLAM framework, which uses the connectivity of map points to separate moving objects from the static background in order to reduce the influence of moving objects on the pose estimation. With the success of deep learning in computer vision, researchers are combining deep learning with SLAM to enhance SLAM performance. Wu et al. [5] and Xiao et al. [16], respectively, constructed a dynamic environment SLAM system in which a object detection algorithm is used to simply mask possible dynamic objects, such as people, cars. These methods reduce the number of key-points associated with dynamic objects and also reduce the number of static key-points in the bounding-box. If there are more dynamic objects in the scene, so that the bounding-box covers most of the area of the image, and the pose is not correctly estimated because of the small number of static key-points. Literature [7], [10], [17] use semantic segmentation to filter dynamic objects. Although it retains more static key-points in the scene to improve accuracy of the pose estimation, it cannot be performed in real time when no GPU is available.

III. THE PROPOSED APPROACH

In this section, The proposed method will be described in detail. Architecture chart of the framework of our method is presented in subsection III-A. In subsection III-B, key-point optical flow feature clustering is presented in detail. The static key-point detection algorithm utilizing key-point clustering and potential moving region detection is described in subsection III-C.

A. Framework

For precise localization in dynamic scenes, a straightforward idea is to discard dynamic key-points and use as many static key-points as possible in the scene for pose estimation. Fig. 1 illustrates the architecture of the proposed approach based on the idea.

The raw RGB image is fed into the proposed algorithm, which is quickly executed and then returns the correct static key-points to the SLAM system, as shown by the blue text and arrows in Fig. 1. The proposed algorithm is divided into two modules. In the first module, ORB key-points are tracked using optical flow. After that we model a Gaussian mixture model (GMM) [18] for clustering multiple motion patterns using self-designed optical flow feature. In the second module, potential moving regions are obtained through an ultra-lightweight object detection network without GPU resources. Then the static key-point detection algorithm, which combines the clustering and potential moving region results, outputs the correct static key-points to the visual odometer.

The proposed approach could be plugged into typical key-frame based sparse visual SLAM frameworks, for example, ORB-SLAM2 [4], while improving the localization accuracy in dynamic scenes. Fig. 2 shows the implementation details. The proposed method, which is shown as a green box, can be inserted into the front-end of visual SLAM. Since potential
moving detection requires more computational resources, we put this module into a independent thread for execution. The proposed algorithm in the tracking thread combines the potential moving regions output by the moving detection thread to detect the static key-points, which are then fed to the subsequent module of the tracking thread.

### B. Key-point optical flow feature clustering

It is a known fact that optical flow can represent the motion of objects in scene. Therefore, the idea of using optical flow to distinguish key-points associated with dynamic and static objects is straightforward.

We directly track the key-points needed for the front-end of the SLAM system using optical flow [19], for example in this paper we track the ORB features [13]. When tracking key-points using optical flow, we construct a first-in-first-out queue (FIFO) consisting of sequential $n$ frame key-points from RGB image, and we always track the key-points at the head and tail of the queue, in order to get more significant optical flow feature. Fig. 3 shows where the images that we will track come from. In order to cluster multiple motion patterns in the scene, optical flow feature is designed and is represented by optical flow direction $\theta$ and norm $l$, denoted by $X = [l \ \theta]$. The optical flow norm is defined as:

$$l = ||p_1 - p_2|| = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}. \quad (1)$$

The direction of the optical flow is denoted as:

$$\theta = \begin{cases} \arccos\left(\frac{x_2 - x_1}{l}\right) & y_2 - y_1 \geq 0, \theta \in (-\pi, \pi] \\ -\arccos\left(\frac{x_2 - x_1}{l}\right) & y_2 - y_1 < 0 \end{cases}. \quad (2)$$

In all the above equations, $p_1 = (x_1, y_1)$ denotes the pixel coordinates of the key-point of the current frame, and $p_2 = (x_2, y_2)$ the pixel coordinates of key-point before $n$ frames.
In this paper, we cluster different motion patterns using a Gaussian mixture model (GMM) [18]. We assume that there are $b$ moving objects in the scene, the number of motion patterns is calculated by

$$N = 1 + \varphi + b,$$

where number 1 donates static motion pattern. Hyper-parameter $\varphi$ is introduced to adapt to different scenarios where the moving objects in the scene may not be rigid bodies, meaning that a single moving object may yield multiple movement patterns, such as a person’s lower body static while waving their hands. To obtain the number of moving objects in the scene, namely, $b$, a potential moving region detection algorithm is designed. The number of the detected bounding-boxes is regarded as the number of moving objects. Please see subsection III-C.

The optical flow feature of each motion pattern can be described by a Gaussian distribution. Then, the GMM is obtained by weighted sum of the feature of $N$ motion patterns. The probability density function of the model is:

$$p(X) = \sum_{i=1}^{N} \alpha_i N(X; \mu_i, \Sigma_i),$$

where $X$ is the two-dimensional optical flow feature, $\mu_i$ the mean vector of each Gaussian component, $\Sigma_i \in \mathbb{R}^{2 \times 2}$ the covariance matrix of each Gaussian component and $\alpha_i$ the mixing coefficient of each component.

The parameters of the GMM are iteratively estimated by the expectation maximization (EM) algorithm [20]. Up to this point, we have clustered the optical flow features into different motion patterns. However, the moving status of each clusters, for example, whether it is static or in motion, is still unknown. In the next subsection, the moving status of clusters is determined.

### C. Static key-point detection utilizing the key-point clustering and potential moving regions detection

**Potential moving regions detection.** In this paper, we consider the outer rectangle of the human body as potential moving regions. And an ultra-lightweight object detection algorithm PP-PicoDet [21] is utilized to detect the regions, to balance efficiency and accuracy. The network backbone of PP-PicoDet was redesigned based on ShuffleNetV2, namely Enhanced ShuffleNet, to be more robust on devices with limited computing power resources. In the neck, the PAN structure is used to obtain multi-level feature maps and the CSP structure is used for feature concatenation and fusion between the adjacent feature maps. In the detector head, 5 × 5 convolution is used to expand the receptive field. Besides, depthwise convolution and pointwise convolution is widely used to reduce the parameter size. For classification, PP-PicoDet use Varifocal loss [22] to couple classification prediction and quality prediction. For regression, GIoU loss [23] and Distribution Focal Loss [24] are utilized in PP-PicoDet. The total loss is as follows:

$$L = L_{vfl} + 0.25L_{dfl} + 2L_{giou},$$

where $L_{vfl}$ is the Varifocal Loss, $L_{giou}$ the GIoU loss, $L_{dfl}$ the Distribution Focal Loss.

The PP-PicoDet leverages the advantages of multiple SOTA algorithms to achieve better trade-offs between accuracy and latency compared to other popular models. The PP-PicoDet with only 0.99M parameters achieves 30.6% mAP in the Microsoft COCO dataset [25]. We use the NCNN [26] inference library to deploy the algorithm on an AMD Ryzen7 4800H CPU with only 0.99M parameters achieves 30.6% mAP in the Microsoft COCO dataset [25]. We use the NCNN [26] inference library to deploy the algorithm on an AMD Ryzen7 4800H CPU with only 0.99M parameters achieves 30.6% mAP in the Microsoft COCO dataset [25]. We use the NCNN [26] inference library to deploy the algorithm on an AMD Ryzen7 4800H CPU with only 0.99M parameters achieves 30.6% mAP in the Microsoft COCO dataset [25]. We use the NCNN [26] inference library to deploy the algorithm on an AMD Ryzen7 4800H CPU with only 0.99M parameters achieves 30.6% mAP in the Microsoft COCO dataset [25].

**Static key-point detection.** To detect static key-points, we consider that most key-points outside the potential moving region are static. Therefore, if a key-point inside the bounding-box is static, it is labeled the same as most key-points outside the region. Now, this problem changes to counting the number of various key-points outside the potential moving region, and then labeling the static key-points with the highest number. The static key-point detection algorithm is show in Algorithm 1. At this point, the filtered static key-points are added to the visual odometer for pose estimation.

### IV. Experimental Results

In this section, experimental results would be presented to demonstrate the effectiveness of our method. Firstly, we introduce the dataset used in this paper. Then, we qualitatively evaluate the static key-point detection algorithm. We finally performed a performance comparison with multiple advanced SLAM systems using the TUM RGBD dataset [27]. All the experiments are performed on a computer with AMD Ryzen7
Algorithm 1 Static Key-point Detection

Input: All key-point set \( G \in \{g_i | i \in \mathbb{N}\} \), Bounding-boxes set \( b \), the number of motion patterns \( N \), Key-point label set \( K \in \{k_i | k_i \in \mathbb{N} \land k_i < N, i \in \mathbb{N}\} \)

Output: Static key-point label \( c \)

1: Initialize an array of size \( N \): classCount
2: for each \( i \in G \) do
3: if \( i.position \notin b \) then
4: classCount[\( k_i \)] ← classCount[\( k_i \)] + 1
5: end if
6: end for
7: \( c \) ← MaxElementIndex(classCount)
8: return \( c \)

4800H and 32GB memory. The FIFO length \( n \) and hyper-parameters \( \phi \) mentioned in subsection III-B are set to 4 and 2, respectively.

A. Dataset

The TUM RGBD dataset [27] contains RGBD data and ground-truth data in order to establish a novel benchmark for the evaluation of visual odometry and visual SLAM systems. The dataset contains the color and depth images of a Microsoft Kinect sensor along the ground-truth trajectory of the sensor. The data was recorded at 30 Hz and sensor 640×480 resolution. The ground-truth trajectory was obtained from a high-accuracy motion-capture system. In the dataset, sequences \( f_3 \_ \text{walking}_* \) and \( f_3 \_ \text{sitting}_* \) are high dynamic scene and low dynamic scene respectively. To measure the quality of the estimated camera trajectory of visual SLAM systems, TUM dataset presents different evaluation metrics. The root mean squared error (RMSE) of absolute trajectory error (ATE) is defined as follows:

\[
r_{\text{ate}} = \min_{\hat{T} \in SE(3)} \left[ \frac{1}{|I_{gt}|} \sum_{i \in I_{gt}} \| \hat{T} p_i - \hat{p}_i \|^2 \right], \tag{6}
\]

where \( \hat{p}_i \) is ground-truth 3D positions, \( p_i \) tracked positions, \( \hat{T} \) an optimal pose \( SE(3) \) aligned \( \hat{p}_i \) and \( p_i \). And all tracked poses where ground truth is available are used, which corresponds to indices \( I_{gt} \).

The RMSE of the relative pose error (RPE) is defined as:

\[
r_{\text{rpe}} = \sqrt{\frac{1}{|I_{gt}\Delta|} \sum_{i \in I_{gt}\Delta} \| \text{trans}(E_i) \|^2} \tag{7}
\]

where \( \text{trans}(\cdot) \) takes the 3D translational component of a pose. This error measures how accurate pose changes are in a small time interval \( \Delta \). The set of frame indices \( I_{gt}\Delta \) is the same as \( I_{gt} \), but we have to take out \( \Delta \) poses at the end of each tracked segment.

The ATE stands for global consistency of trajectory, while RPE measures the translational and rotational drift. In addition, to further evaluate the effectiveness of the proposed algorithm, we introduced the mean error, standard deviation, and median of ATE and RPE respectively in our experiments.

B. Qualitative evaluation of static key-point detection

Fig. 4 show part of the results of static key-point detection on the TUM RGBD dataset. The blue box, red line and green line donate the potential moving regions detected by PP-PicoDet [21], dynamic key-points and static key-points, respectively. The sub-figures and yellow words indicate where the image comes from. As we can see in Fig. 4 , the proposed method is able to effectively detect potential moving objects (person) in dynamic scene, which is robust to body partial occlusion and image rotation. The static key-points can be correctly detected by the proposed method. Since the hyper-parameter \( \phi \) is introduced in this paper, static key-points in static regions of the body can also be detected normally when the human body is partially moving, as in frame #400 and frame #625 of \( f_3 \_ \text{sitting}_* \) sequence.

C. Quantitative evaluation using TUM RGBD dataset

To further evaluate the performance of the proposed method, we compare it with the vanilla ORB-SLAM2 [4] and DS-SLAM [17]. To more visually demonstrate the performance of the proposed method, the results of multiple SLAM system runs on the \( f_3 \_ \text{walking}_* \) sequence (high dynamic scene) of TUM RGBD dataset are plotted, as Fig. 5. It can be seen that the proposed method has significantly smaller ATE and RPE in high dynamic scenes compared to the remaining two algorithms.
We evaluate the proposed method on six of the representative sequences of the TUM RGBD dataset, namely sequence \( f_3 \text{ sitting rpy} \), sequence \( f_3 \text{ sitting static} \), sequence \( f_3 \text{ walking halfsphere} \), sequence \( f_3 \text{ walking rpy} \), sequence \( f_3 \text{ walking static} \) and sequence \( f_3 \text{ walking xyz} \). More quantitative comparison results are shown in Table I and Table II.

The bolded font in the table indicates the best items and Improvement compared to ORB-SLAM2 columns in the table refers to the improvement of the method in this paper relative to the vanilla ORB-SLAM2. The improvement values in the tables are calculated as follows:

\[
\eta = (1 - \frac{c}{m}) \times 100\%,
\]

where \( \eta \) is the value of improvement, \( m \) the value of vanilla ORB-SLAM2 and \( c \) the value of the proposed method.

As we can see from Table I and Table II, the proposed method gets a significant improvement with ATE and RPE in high dynamic scenes, for example, \( f_3 \text{ walking} \) sequences, compared to the vanilla ORB-SLAM2. In terms of ATE, all metrics in high dynamic scenes are improved by more than 93% over the vanilla ORB-SLAM2. In a few sequences, DS-SLAM [17] achieved little better results than ORB-SLAM2 [4] and the proposed method. In \( f_3 \text{ sitting rpy} \) and \( f_3 \text{ sitting static} \) sequences, vanilla ORB-SLAM2 has performed better than the other two algorithms in part metrics, which we believe is mainly due to the fact that ORB-SLAM2 utilizes the RANSAC [28] to eliminate outliers in low dynamic scenes, making it robust to small movements.

V. CONCLUSIONS

In this paper, a static key-point detection approach is proposed based on optical flow feature clustering and potential
moving region detection. The proposed approach is inserted as a pre-processing module to key-point based visual SLAM system, ORB-SLAM2. We qualitatively evaluate the static key-point detection approach in this paper, and quantitatively compare the Enhanced ORB-SLAM2 with the vanilla ORB-SLAM2 and DS-SLAM. The experimental results demonstrate that the proposed approach can significantly improve the performance of the key-point based visual SLAM system in dynamic scenes.

However, there are still some ongoing works in the proposed method. First we can redesign the deep object detection network for SLAM system to further improve the performance. Further, we can also extend the system to multiple non-overlapping cameras. We can use multiple non-overlapping cameras to observe different fields of view after solving for the external parameters of the multiple non-overlapping cameras using the method of literature [29], to improve the robustness of the SLAM system.
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